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Abstract. The demand prediction becoming an essential tool to remain or even lead in the competition
among the retail businesses. A well-done demand prediction model could help retailer to track the level of
inventory, orders and sales in the most effective way in which the best results could be achieved. However,
there are many different methods and opinions of how to create a demand prediction model. In this paper,
we will analyse the most commonly used methods of Linear regression, Logistic Regression, Probabilistic
Neural Network, Bayesian Additive Regression Trees, Random Forest and Fuzzy Logic with their specifica-
tions and limitations found in studies of authors. After review performed all methods will be compared ac-
cording to characteristics selected. Moreover, in order to get more practical results the accuracy of Logistic
Regression and Random Forest methods will be compared based on data of milk sales collected from retail
network. For constructing of decision support system for retail network, we need to go beyond demand
prediction one-step to replenishment forecasting. It was concluded that there is no best method to forecast
replenishment and results can differ based on the data and conditions analysing. In every situation authors
seeking to select the method with the highest accuracy and the lowest number of errors possible. Limitations
of research: limited number of goods and stores included in the modelling.

Keywords: demand prediction, replenishment forecasting, retail network, logistic regression, random

forest.

JEL Classification: L81.

1. Introduction

Retail market today is one of the fastest growing mar-
kets in the world. This rapid growth of consumption
and information technologies provides a number of
opportunities for retail companies. A quick reaction
and ability to work efficiently in changing business
can deliver great results. Unfortunately, not all the
organizations are working in the most effective way
and modelling of demand prediction and replenish-
ment here could be suggested as solution. A well-
done demand prediction and replenishment model
could help retailer not even to work more efficiently
but also to increase company profit by saving the
cost, increasing revenue and customer satisfaction.
However even if decision to create a model would
be accepted, very often retailers face the problem
of lack of the knowledge about the methods those
could be applied in modelling demand prediction
in retail network. Moreover, as there are many dif-
ferent methods of demand prediction modelling,
whether the best method for the most accurate pre-
diction exists.

The aim of this study is to compare the applica-
tion of different methods and by using the real time,
data to evaluate the accuracy of two most com-
monly mentioned methods in practise. Tasks set for
achieving the goal:

— To propose different mathematical meth-
ods for prediction and study its application
in practice.

— To compare the methods by emphasizing
its advantages and disadvantages.

— By forming demand prediction model with
help of two different methods evaluate the
accuracy of methods used.

Research object is enterprise demand pre-
diction and replenishment modelling. Modelling
prepared by using logistic regression and random
forest methods. For modelling KNIME Analytics
Platform was used. Due to the wide range of the
products and business transactions in the analysing
market model was formed based on sales of limited
number of goods in defined number of stores.
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2. Mathematical methods for demand
prediction modelling

Demand prediction is the combination of two
words. The first one — demand, and second — pre-
diction. Before combining those words into phrase,
and further reviewing different methods applicable,
it is important to understand economical meaning
and value of this phrase. Word demand — could
be define as requirement of products and services,
while prediction — in general, means making esti-
mation in present for future events, at this case — fu-
ture demand of products. Demand plays a vital role
in the decision making of a business. In competitive
market conditions, there is a need to take correct de-
cision and make planning for future events related
to business like a sale, production or inventory opti-
mization. The better analysis of different factors are
performed — the better decisions based on demand
prediction results could be made. As the process by
itself is difficult, there are many different methods
invented and studies made based on the applications
of those methods. In this part — application of the
methods of linear regression, Logistic regression,
Probabilistic Neural Network, Bayesian Additive
Regression Trees, Random Forest and Fuzzy Logic
will be reviewed and discussed.

The first method — linear regression is the basic
and often used type of predictive analysis. Linear
regression uses only one independent variable as a
predictor, which has an effect to dependent variable
(outcome). The main idea of regression analysis is
to determinate the strength of predictor, to forecast
an effect, and to use the model formed in forecast-
ing the further results. However, the method when
there is only one predictor is not clear enough to
predict possible subsequent development of the
analyzing process, therefore the authors common-
ly choose a Multiple Linear regression. This means
that linear regression can be extended and instead
of one independent variable, we have a many dif-
ferent variables (Anghelache, 2015). As the meth-
od is treated as clearly understandable, it is widely
used in various studies and researches to predict
outcomes selected by different authors. Author (An-
ghelache, 2015) used multiple linear regression to
analyze the final consumption and gross investment
influence to Romania GDP. Based on the data col-
lected authors formed an equation and based on
statistical tests evaluate the accuracy of the mod-
el. Authors conclude that higher number of factors
in regression model allows the researcher to draw
results that are more conclusive in macroeconomic
analysis. Authors (Aghdaei et al., 2017) also used

177

a regression in building of energy simulation mod-
el. The aim of the study was to predict the space
heating and cooling requirements in different cities
of Australia. Findings of the research show that the
linear regression with simple independent variables
can predict the requirements for space heating and
cooling of the residential buildings in the specific
climates within acceptable errors. It can even be
applied in the studies where the relation between
the financial news as an independence variable and
the stock price of financial market is evaluating. In
this case the author of the work named regression
as machine learning-based approach (Ihlayyel et al.,
2018). However, as method is quite simple, for bet-
ter results it has to be used in combination with
some rules, methods or algorithms. In the research-
es mentioned above to reduce the modelling cost
of the parametric analysis authors (Aghdaei et al.,
2017) use methods of Taguchi and Analysis of var-
iance (ANOVA). Other author Thlayyel mentioned
above applied Enhanced ELR-BoW (Bag of Words)
algorithm. Only after simplification of the data re-
gression models were formed. The research of the
authors (Cankurt & Subasi, 2015) also tried to com-
pare the linear regression with neural network and
agree with the idea above. Formed forecast shows
that neural network present higher accuracy than the
linear regression when there is no combination with
linear regression and other methods.

When it comes to regression it is always im-
portant to mention — logistic regression. Unlike
traditional linear regression — logistic regression is
appropriate for modelling a binary variable. In wid-
er perspective it means that results can procedure
two outcomes (1 or 0), those could be considered as
“positive” and “negative”. Such results are useful
in the practice however can’t be received by using
simple linear regression. This is mostly due to two
main reasons. Firstly, a simple linear regression
can only predict values outside the acceptable
range. Secondly, as the dichotomous experiments
can only have one of two possible outcomes for
every experiment, the residuals will not be normal-
ly allocated about the predicted line. Performing
analytics with logistic regression includes three
main goals: prediction that the outcome or response
variable equals to 1, categorization of outcomes and
predictions and finally, access to the odds or risk as-
sociated with model predictors (Gromping, 2016).
Logistic regression is considered as very important
statistical procedure in predictive analytics in are-
as of health-care, medical analysis, social statistics
and economy. The authors Joubert, Verster, and
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Raubenheimer (2019) included logistic regression
as commonly used method to predict probability
components and loss severity in study of Loss Given
Default (LGD) evaluation in banks. In authors study
probability components were modelled by making
use of logistic regression binary outcomes (write-
offs or not write-offs). Moreover in study logistic
regression was used in combination with method of
survival analysis, what let to increase the model’s
predictive power and accuracy of results.

As it is mention above, one more method of-
ten included into studies is — Probabilistic Neural
Network (PNN). PNN is the method of artificial
intelligence that allow to form a complex nonlin-
ear relationship between response variables and
explanatory ones. The network was introduced in
late 20ths — in 1990 by Specht. The main characters
after presentation of network were — easy to use and
possibility to interpret the network‘s structure in the
form of a probability density function which is sim-
ple to understand. For those reasons the method is
used in various sectors to analyze. Authors Penpece
and Elma (2014) used neural networks for the pur-
pose to forecast Sales Revenue in Grocery Retailing
Industry. Based on results received authors stated
that neural network method is more organic and
predicting results better than the other methods.
Revenue forecasts calculated based on neural net-
works were very close to actual data of sales rev-
enue. However, the model also faced some prob-
lems of estimation of probability density function
and high space complexity of PNN pattern layer.
Moreover, model by itself has only one parameter
of training and the smoothing parameter (c), which
must be optimized in order to make the network
achieve the highest prediction ability. Based on dif-
ferent scientists’ network is composed of 3 either
4 layers: an input layer, a pattern layer, a summa-
tion layer, and an output layer. Some scientists (Sun
et al., 2017) does not count last layer and named
third layer as Classes. The neurons in the input layer
are simply the features of input vectors. The pat-
tern layer consists of as many neurons as training
examples. In the summation layer, the number of
neurons is equal to the cardinality of classes in the
data set. Finally, the output layer consists of a single
neuron that provides the classification result. As the
structure of the network is considered as a complex
and probabilistic neural network is a frequently ex-
ploited model in the field of data mining in different
researches of scientists, certain PNN reduction tech-
niques have been established. These techniques in-
clude dynamic decay adjustment algorithm (DDA)
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(Berthold & Diamond, 1998) backpropagation
mechanism (Sun et al., 2017), dimensionality re-
duction (Kusy, 2015) and also some other, present-
ed earlier (in 1991-1994) — learning vector quanti-
zation (Burrascano, 1991) or maximum-likelihood
algorithm techniques. All the techniques have the
own specific parameters and the influence on the
network. Further mainly parameters and the practi-
cal value of techniques are reviewed:

Dynamic adjustment algorithm (DDA).
Operation of algorithm required two phas-
es — training and classification. New neu-
rons are added if necessary. Less than five
epochs are needed to complete training.
The algorithm can be proven to terminate
when a finite number of training examples
is used. And finally, only two thresholds are
required to be adjusted manually (Berthold
& Diamond, 1998).

Dimensionality reduction. For the re-
duction creation model by author (Kusy,
2015) two main steps — feature selection
(methods of single decision tree (SDT) and
random forest (RF)) and feature extraction
(method of principal component analysis
(PCA)) need to be follow. The main idea of
the SDT is treated method as a predictive
model — it maps the input data into desired
targets. If the desired targets take the form
of groups to which the data belong, SDT is
treated as classification tree. After this pro-
cess RF utilizes the collection of independ-
ent decision trees formed by SDT. Within
the training process, the trees grow in par-
allel, not interacting until all of them have
been grow. Once the training is completed,
the need to move to the next phase appears
and predictions of single trees are com-
bined to make the overall prediction of RF.
For the further step — principal component
analysis is used. PCA is one of most pop-
ular feature extraction method to use. The
methods combine the statistical technique
which converts a set of input features into a
set of new values by means of linear trans-
formation. The results are names principal
components and are linearly uncorrelated.
With the help of method patterns of simi-
larities and differences in data can be iden-
tified. Once these patterns are determined,
the data can be compressed by decreasing
the number of dimensions without signif-
icance loss of information. According to
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the author Kusy (2015), who applied this
variation of method for medical data clas-
sification tasks, the results showed an in-
crease of prediction ability and decrease in
computational time needed to complete the
task in every single case.

Backpropagation mechanism (BP). The
authors (Parry et al., 2011) define the
method as feed-forward neural network
and included it into the test of prediction
accuracy in the first-time adoption of DVD
players. The authors forecasted perfor-
mance of the logit model and the three
neural network models. At the end it was
found that the PNN algorithm significantly
outperforms the logit model and the two
remaining neural network algorithms. BP
was one of those methods. However in
2017 scientists (Sun et al., 2017) present
the idea of new PNN model in combina-
tion with backpropagation algorithm. New
BP-PNN model has two phases — learning
phase, where the idea is to receive the in-
itialized value of the variable weights and
training phase — where the error function
is propagated back. Based on the analyses
performed by the authors comparing with
PNN, BP-PNN has less components in the
pattern layer, which helps to reduce the
space complexity of the model. Moreover,
comparing with PNN, BP-PNN is designed
with the much clearer structure and ability
to identify the importance of indicators.
Nevertheless, there are still some limitation
of model emphasized by the authors — the
model required further studies as the num-
ber of parameters trained is higher than in
other models and thus requires a long time
for calculations in the model.

Review emphasized that the method of PNN
PNN needs to be combine with one of the algorithms
reviewed for the purpose to receive the better results.

One more popular method — Bayesian Additive
Regression Trees (BART) by authors Pratola
et al. (2014) were described as nonparametrically
method. Logan, Sparapani, McCulloch, and Laud
(2019) define BART method as fully nonparamet-
ric and flexible model of prediction which can deal
with complex functional forms as well as interac-
tions among wide range of variables The authors
Ajidarma and Irianto (2019) in their study agree
with the mentioned definition by adding the idea
that BART regression method harnesses dimension-
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ally adaptive random basis elements. The method
consisting from a prior and likelihood and is a func-
tion of an ensemble of trees. As method can com-
bine and compare a number of different factors it is
widely used in the researches of different authors.
Method can use different algorithms with whose
help more precise search of the model space and
variation across the algorithm draws can be organ-
ized. However there are some problems as public-
ly available version of algorithm in R package can
process only the limited number of observations
(Pratola et al., 2014). Moreover the authors Linero
and Yang (2018) performed a study for one more
problem of decision threes to analyze. According
to the authors in those methods — a high possibility
of deficiency in ensembles is possible and could be
caused by lack of smoothness and vulnerability to
the curse of dimensionality. The idea of soft deci-
sion trees was suggested and implemented on the
BART method. The authors demonstrate that their
methods can have meaningful improvement over
existing methods. Yet as there are still a lot of limita-
tion, further studies of idea is performing. Ajidarma
and Irianto (2019) have included the BART in the
analysis and prediction the growth of electric auto-
mobile industry in different states of United States.
BART method was used to analyze the relation-
ship between several factors chosen and the sales
of electric vehicles. With help of the algorithms (on
this case Markov chain Monte Carlo (MCMC) algo-
rithm was chosen) four BART models were gener-
ated and fitted into the data. The models identified
the top predictors those correlation with the sales of
electric vehicles were confirmed in the further steps.
Authors of the work concluded that to use the meth-
od was beneficial — as the method enables a full as-
sessment of prediction uncertainty while remaining
highly competitive in terms of prediction accuracy.
Moving forward to Random forest method — it
is one more decision trees method which consist of
a chosen number of decision trees, which are used
for classification and regression analysis (Feng &
Wang, 2017). Authors Gupta, Rawat, Jain, Arora,
and Dhami (2017) in their study of decision meth-
ods described this random forest method as tool
that form the ability of multiple varied analyses,
organization strategies, supply and demand predic-
tion modelling, perceptive variables and importance
ranking on the record-by-record basis for deep data
understanding. Instead of tool authors Yin, Lee,
and Wong (2012) define random forest method as
the algorithm with an ensemble random method.
Author Ghatasheh (2014) agree with the definitions



A. lurasov, G. Stanelyte

mentioned and emphasized some more positive at-
tributes, such as an immunity to overfit, good esti-
mation of internal errors, and high accuracy com-
paring with other learning algorithms. Because of
these reasons’ method is included in various calcu-
lations and studies performed. In 2017 authors Feng
& Wang made a study, where the demand of the
bicycle rental was evaluating. Two methods — mul-
tiple linear regression analysis and random forest
were included into calculation. However, research
shows that accuracy of linear regression model to
forecast is too low even though the normal distribu-
tion of factors and good relationship between them
was identified. Authors identified the high possibil-
ity of error due to specific characteristics of factors.
The method was changed to random forest method
and this improve the accuracy of result to 82%.

The last method reviewed in this article —
Fuzzy method. The authors Agapito et al. (2019)
characterize Fuzzy method as logic which with a
help of specific set of rules can make an associations
between linguistic and numeric data of a database.
Rules can be provided by two groups — artificial
intelligence algorithms, which are the target of re-
searches in nowadays and by group of experts. The
author Syahputra (2016) in her study agree with the
definition about the logic, but additionally empha-
sized that this logical function recognizing only two
parameters, either ,,Yes* or ,,No*“ (,,1* or ,,0°). The
logic mostly used to create an expert systems and
knowledge — based control settlements. However
there are some limitations, those are important to
know before analysing the method in more detail.
Firstly, the method is case-dependent — every time
the changing scenario can have a different influenc-
ing factors, where each of them need to be evaluat-
ed as important. Secondly, contribution of domain
experts is of significant importance in process of
forming control settlements (Yadav et al., 2018).
Moreover there also could be the problem of too
many rules. The problem usually arise among the
rule-based models, when rules are created for every
single factors and the outliers, those were not iden-
tified in the beginning of modelling are detected
only in the process (Berthold, 2003). Depside it, the
fuzzy logic method is applying in studies, yet usu-
ally in combination with other methods. The author
Syahputra (2016) performed a study to predict a ve-
hicle fuel consumption by using the combination of
artificial neural networks and fuzzy logic (ANFIS).
Prediction was made for different models of cars
based on two criteria — weight and age. Results
show that with an increase of weight of the motor
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vehicle, an amount of fuel needed to travel the same
distance is increasing. Moreover car age also affects
fuel efficiency. For the younger car, the higher effi-
ciency of fuel consumption is calculated. The same
combination of methods were also used by author
Ridwan (2019) who used adaptive network-based
fuzzy inference system (ANFIS) in the study to pre-
dict the price of good — lamp.

As all methods reviewed are different, for
better understanding it is important to summarize
what are the advantages and disadvantages of every
method and what are the areas the method could
be applied. The comparison of methods shows that
there are no one perfectly suitable method to use
(see Table 1). All the methods have their advantages
and also areas to improve. For further calculations
two methods: Logistic Regression (as the most pop-
ular for easy interpretation and implementation) and
Random Forest (by studies emphasized as one of the
most accurate learning algorithm) were selected for
demand modelling and replenishment forecasting.

3. Methodology of Logistic regression and
Random forest

Data processing for the practical part of this study
is conducted by using KNIME Analytics Platform.
KNIME (Konstanz Information Miner) is an open-
source Big Data Analytics Platform, which used for
data analytics and reporting. These processes or-
ganized in KNIME in form of workflows. The main
principals of workflow are — visualization, modu-
larity and easy extensibility (Berthold et al., 2009).
The workflow consist of many nodes, those are pro-
cessing the data and transporting results via connec-
tions between the nodes. The work in this workflow
is organized based on the structure of 4 main stages:
a) data collection; b) pre-processing ¢) model devel-
opment and training and d) prediction and review
of the results (scores) (Ranji et al., 2019). Included
methods — logistic regression and random forest.

Logistic regression, as mentioned above mod-
els the probabilities for classification problems
with two possible outcomes (1 & 0, e.g. “No ac-
tion”&“Replenish”). The method is widely used in
various fields of the practise. Logistic regression
curve is constructed using the natural logarithm of
the “odds” of the target variable. The formula of
logistic regression:

1

p= 4o @b’

(1)

where: P — probability of 1; e — the base of natural loga-
rithm; a, b — parameters of the model.
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In the logistic regression the parameter @ moves
the curve left and right and parameter » — defined the
steepness of the curve. To obtain model coefficients,
those best relate predictors to target logistic regres-
sion uses maximum likelihood estimation method.

Random forest method — adding to the defini-
tions above, this method also could be defined as
an algorithm consisting of a collection of tree struc-
tured classifiers that created for independently and
identically distributed random vectors. Each tree
casts a unit vote for the most popular class for each
input when the response is binary. For regression
problems, the random forest forecast is the average
prediction from the regression trees (Weng et al.,
2018). Main steps of the method are showed in the
Figure 1:
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Data set to grow the single —3|
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Random selection of
predictors

By using the tree tothe
008 data

Random forest result|

Sample data

Out-0f-Bag (00B)
Data o estimate the error
ofgrown tree

Figure 1. Random forest algorithm
(source: Boulesteix, Janitza, and Kruppa (2012))

Firstly, random samples from a given dataset
are selected. Then when the data is selected, the best
predictors is found and applied on the data analyzing.
This step has to be repeated until criteria for stopping
tree growth are fulfilled. Moreover, it is important to
estimate and include into calculations the Out of Bag
(OOB) error. Finally, when all the requirements are
fulfilled, final prediction result is formed.

4. Demand prediction and replenishment
modelling on behalf of Logistic regression and
Random forest methods

In the practical part the KNIME workflow was cre-
ated, the logistic regression and random forest meth-
ods based demand prediction and replenishment
models were generated and assessed (see Figure 2).
As it is mentioned in the methodology part,
there are some main steps to do to prepare the mod-
els. In the first step data is collected. Data selected
to use in this practical case:
Sales of one product — milk (dependent
variable). Sales data collected from 10
different shops (product number, product

182

name, quantity sold, etc.).

Time information: year; day, day of month,
day of week.

Other additional information, as an inde-
pendent variables — product delivery infor-
mation (frequency, delivery time), number
of customers per day, average basket infor-
mation, discounts information, holidays,
weather information.
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Figure 2. Demand prediction and replenishment models
(top level of KNIME workflow)

After uploading the data are prepared for the
further use: new parameters, e.g. Milk ratio (Milk
stock ratio) as an additional measure is calculated
by dividing milk stocks (in every store in every time
frame — day) by optimal order quantity. We did this
because retail companies don’t use demand predic-
tion itself but as part of decision support to replen-
ish goods. Therefore the ratio can better identify
the need for replenishment than just the quantity of
items currently available and quantity of items sold.

Actually, we need to forecast whether an action
is needed: “No action” or “Replenish”. The mod-
el evaluated the correlation between the last 10 ra-
tios and provided it in the user-friendly matrix (see
Figure 3).

For the purpose to improve the prediction ac-
curacy and to find out which columns are neces-
sary for the model the parameter optimization and
backward feature elimination loops was added (see
Figure 4). Feature elimination loop work in the way
that lets to include in the output table the columns
that is best for model construction. We specify an
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error threshold and then the level with the fewest
features that has a prediction error below the thresh-
old is automatically selected. In any case all col-
umns from the input table that are not present in the
selected level are filtered from the input table. In
this way only the necessary columns remain in the
model what ensure the more accurate results. From
the economic side — feature elimination loop helps
the company to identify only the real attributes with
significant impact to result. It define set of attributes
with smallest error possible. Need of this step ap-
pear as in the beginning of modelling more than one
different attributes are adding.
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Figure 3. Milk ratios correlation matrix
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Figure 4. Logistic Regression Parameter Optimization
and Backward Feature Elimination (second level of
KNIME workflow)

However without separate procedures it would
be hard to evaluate possible impact to result. And
here feature elimination loop works as combined
filter, where the attributes identified as high in level
of error are eliminating from the model. In this spe-
cific case discounts information, holidays, weath-
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er and some milk stock ratios of previous periods
(-3,...,—10) were identified as attributes those do
not have a significant impact to decision of milk
replenishment. All the others attributes were left
as significant and meaningful in final calculations.
After this step the final calculations are proceed
based on eliminations made and results of the mod-
els are provided.

The results are showed that in this specific case
of Milk product replenishment modelling logistic
regression model is by 11% less accurate than the
model prepared on behalf of Random Forest meth-
od (see Table 2).

Table 2. Logistic regression and Random forest
methods accuracy results in prediction models formed

Predicted data
Fore-
casting | Logistic regres-
. Random forest
meth- sion
ods
Ac- No Reple- No Ijss}li-
tions | action |nishment | action
ment
No
. 2491 815 2916 390
Fac- action
tual Reple-
data nish- 665 3289 307 3647
ment
Accuracy 79.61% 90.40%
Error 20.39% 9.60%
((;’(‘;hen s kappa 0.587478 0.806048

However the small difference and ideas marked
before in the article only confirmed that every case
is different and there is no one best method for pre-
diction. Only the precise evaluation of data can
shows which method provide the best quality on
every specific study performing.

5. Conclusions

In the study Linear regression, Logistic regression,
Probabilistic Neural Network, Bayesian Additive
Regression Trees, Random Forest and Fuzzy Logic
were suggested as the methods those could be used
in modelling demand prediction of retail network.
Practical application, advantages and disadvantages
of each were evaluated and compared. Results of
comparison showed all methods analysed have are-
as to improve. Recurring problems identified: pos-
sible deficiencies, high memory requirements, long
testing time and possibly large computational cost.
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In practical study the model of milk demand
prediction and replenishment on behalf of two
methods proposed in theoretical part was formed.
Results showed that model formed on behalf of
logistic regression method was by 11% less accu-
rate than the model created with help of random
forest method.

Authors with the help of this practical case also
underline that accuracy of the different methods ap-
plied in modelling can be evaluated and compared.
As every case in the practice is different there is no
best method perfectly suitable for all the situations.
The authors Sarkar and Mahapatra (2017) confirmed
the statement by adding that in real-life situation, it
is very difficult to know all the information about the
demand. Moreover the information can differ base on
the situation, therefore in every case factors affect-
ing the model may vary. Only evaluation of model
received can show which method provide the best
quality on every specific study performing.

From economic perspective — practical case
shows that modeling could help the business to un-
derstand better what are the attributes they need to
include into considerations before making significant
decisions. Discounts information, holidays, weather
and some milk stock ratios were not attributes having
significant impact to decision of milk replenishment.
Their identification helps to adjust the model and by
doing this to receive a more precise results.

As practical study evaluated only two methods
proposed, future researches could focus on evalua-
tion of more complex models with higher number of
methods to include.
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