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Abstract. Criminal financial behaviour is a problem for both banks and newly created fintech companies. 

Credit card fraud detection becomes a challenge for any such company. The aim of this paper is to com-

pare ability to detect credit card fraud by four algorithmic methods: Generalized method of moments, K-

nearest neighbour, Naive Bayes classification and Deep learning. The deep learning algorithm has been 

tuned to select key parameters so that fraud detection accuracy is the best. Five recognition accuracy pa-

rameters and a cost calcualtions showed that the deep learning algorithm is the best fraud detection meth-

od compared to other classification algorithms. A financial company reduces losses and increases custom-

er confidence by using fraud prevention technologies. 
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1. Introduction  

A very serious problem in the banking sector is 

related to payment card fraud, which involves card 

fraud, card theft or fraudulent online payments. 

The emergence of new technologies offers addi-

tional opportunities for criminals to fraud. The use 

of credit cards is widespread and fraudulent use of 

this instrument has been on the rise lately. The fi-

nancial losses caused by fraud affect not only 

banks but also individual customers. Fraud can 

also affect a bankʼs reputation, cause non-financial 

losses, which are somewhat more difficult to quan-

tify in the short term, and may become more no-

ticeable in the long run. The customer will no 

longer be able to trust his bank and will choose 

another more reliable competitor. 

Prevention of fraud, which attempts to block 

fraudulent transactions and detect fraud, has exist-

ed since the emergence of credit card payments. 

Technologies that have been used to prevent fraud 

include the Address Verification System, the Card 

Verification Method, and the Personal Identifica-

tion Number (Bhatla et al., 2003). 

Modern banking uses a variety of fraud detec-

tion algorithms and machine learning methodolo-

gies. Classification algorithms assign each transac-

tion to a particular risk group. Artificial intelli-

gence algorithms determine the model based on 

databases. Most often, the model is a parametric 

function that predicts the likelihood of transaction 

fraud. The use of learning methods in fraud detec-

tion is a particularly effective tool because it al-

lows for the detection of patterns in large-scale 

databases and each transaction is defined by many 

variables. Also, fraudulent transactions often corre-

late both in time and space. 

The aim of this paper is to compare ability to 

detect credit card fraud of four algorithmic meth-

ods: Generalized method of moments, K-nearest 

neighbour, Naive Bayes classification and deep 

learning. Comparison of the methods reveals dif-

ferences in classification accuracy and the financial 

benefit to the bank settlement company. 

2. Studies of financial fraud and fraud detection 

techniques 

Deceptive financial behaviour and attempts to rec-

ognize it go back a long way. Archaeological evi-

dence from Mesopotamia and Egypt from 3300 to 

3500 BFE. Shows that accountants or clerks visu-

ally recorded commercial monetary transactions 

using wet clay pills or papyrus to identify if the 

arrangement was unchanged (Palmer, 2017).  

Modern society faces criminal financial ac-

tivity not only in real life but also in virtual life. 

Companies pay a lot of attention to fraud detection. 

Lynch and Gomaa (2003) explored the impact of 

information technology on fraud prevention and 
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the potential for new forms of fraud. Andergassen 

(2008) investigated ability to reduce fraudulent 

behaviour of managers and studied the optimal 

managerial compensation package, which consist 

from shares and options. Author find a threshold 

level for the cost of fraud, above which stock-

based compensation is optimal. Businesses are af-

fected not only by fraud on the part of employees, 

but also by customers, suppliers or partners. Cus-

tomer fraud include different types: payment, 

shoplifting, consuming services without paying, 

fraudulent returns, fare dodging, falsifying com-

plaints, use of pirated software, and insurance 

fraud. Examining the scientific literature, we find a 

two-pronged approach to customer information: 

one company collects customer data and tries to 

use that data for fraud detection, while others ac-

cept the customer as anonymous. Different aspects 

of customers with profiles was investigated by 

Coma-Puig et al. (2016), Leite et al. (2016). Tseng 

(2019) examined the relationships among fraud 

types, moral intensity, fairness perception, demo-

graphic variables and customers’ ethical attitudes 

and intentions toward insurance frauds. Another 

method of removing fraudulent behaviour was ex-

amined by Kalaiselvi et al. (2018), Zoldi and Xu 

(2019). These authors looked for anomalies in their 

own data. Garnefeld et al. (2019) investigated three 

payment characteristics that might evoke a need to 

balance accounts and thus increase fraud predilec-

tion: payment timing, payment schedule, and pay-

ment method. A multi-step investigation has un-

covered the management of mental account 

perceptions as an innovative launch point for pre-

venting and detecting customer fraud. 

At the country level, fraudulent financial re-

porting is a major problem for each countryʼs gov-

ernment. Fraud effects on countries economy are 

manifested in the following ways: 

− undermines capital markets’ core role of 

efficiently allocating resources (Amiram 

et al., 2018);   

− cause of loss of trust and confidence of 

economic system; 

− violates the database used for planning 

and forecasting; 

− poses a threat to national security espe-

cially for young democracy countries; 

− increases public debt and complicates its 

administration.  

Carpenter and Reimers (2005) research ap-

plied the theory of planed behaviour to corporate 

managersʼ propensity to commit fraud in financial 

reporting decisions. Implementing ethical princi-

ples in a company can could reduce fraudulent fi-

nancial reporting decisions. Fleming et al. (2016) 

compared public and private companies and reveal 

that public companies have stronger anti-fraud en-

vironments, are more likely to have frauds that in-

volve timing differences, tend to experience larger 

frauds, have frauds that involve a larger number of 

perpetrators, and are less likely to have frauds that 

are discovered by accident. Van Erven et al. (2017) 

presents investigation on evidence of fraud in pro-

curement processes. Antipova (2017) has provided 

an overview of research on government auditor’s 

responsibility to prevent fraud in the public sector. 

Each government and each company seeks to 

define, classify, and gauge the prevalence or inves-

tigates effective control techniques. 

One of the oldest and most reliable ways to 

prevent fraud is to know peopleʼs psychology. Be-

haviour of management, including motivations, 

opportunities, fraud prevention, rationalizations for 

management to commit such fraud, has been ex-

tensively studied by researchers in finance (Re-

zaee, 2002; Petri et al., 2017; Yildirim et al., 

2018). 

 Statistical fraud detection methods usually 

look for certain anomalies in the data: indicators 

excesses, changes in customer behaviour, sudden 

illogical actions (Bolton & Hand, 2002). Ahmed et 

al. (2017) investigated different methods of 

anomalies detection and concluded that nearest 

neighbour and clustering based approaches are 

more stable in big financial market data. Vat Fraud 

anomaly detection technique which examines the 

effect of sectoral differences was proposed by 

Vanhoeyveld et al. (2020). 

With the emergence of innovative machine 

learning and artificial intelligence techniques, they 

have also been introduced to fraud detection. Ngai 

et al. (2011) study investigates the usefulness of 

Decision Trees, Neural Networks and Bayesian 

Belief Networks in the identification of fraudulent 

financial statements. Roy et al. (2018) investigate 

different Deep Learning topologies - from the gen-

eral artificial neural network to topologies with 

built-in time and memory components such as 

Long Short-term memory. Raghavan and Gayar 

(2019) compared multiple machine learning meth-

ods such as k-nearest neighbour (KNN), random 

forest and support vector machines (SVM), while 

the deep learning methods such as autoencoders, 

convolutional neural networks (CNN), restricted 

Boltzmann machine (RBM) and deep belief net-

works (DBN). Park et al. (2019) propose a deep 

neural network that utilizes multi-modal inputs 

with an attention mechanism and a correspondence 

learning scheme. Unique attention mechanisms 
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create ability of better learning. Correspondence 

learning scheme, reveals intermodal relationships 

and thus can detect fraud inputs. 

The use of artificial intelligence for credit card 

fraud detection often presents a problem of data 

asymmetry: there are many correct settlements com-

pared to fraudulent transactions. Very good recogni-

tion accuracy results can be obtained but no financial 

gain. Kim et al. (2019) introduced the two types 

of misclassification, false alarms and missed frauds, 

that make it possible to evaluate this problem. 

Our study compares different classification 

methods, takes into account data asymmetries, and 

evaluates the financial benefits if fraud is identi-

fied. 

3. Classification methods and accuracy 

From the Kaggle database system, a database relat-

ed to credit card fraud was selected. These data are 

about credit card holder operations in Europe in 

September 2013. However, this dataset shows op-

erations that have occurred within two days. A to-

tal of 492 fraudulent actions out of 284,807 trans-

actions are committed. An experimental study 

analysed payment fraud using the Python pro-

gramming language. Import the required libraries, 

apply algorithms to the selected models, and visu-

alize the resulting data. The dataset is unbalanced 

as the positive class (fraud) accounts for 0.172% of 

all transactions. Because of the lack of confidenti-

ality of key functions and other ancillary transac-

tion information, the data has been transformed by 

Principal Component Analysis and for this reason, 

the data has a numerical value only (Lepoivre 

et al., 2016). This database consists of V1 to V28 

variables that were obtained using the main com-

ponent analysis function. A specific bank that 

would apply special algorithms in fraud detection 

would have complete information and could identi-

fy which attributes best represent fraud. This 

would allow the bank to take additional security 

measures on a specific basis, but in this case, due 

to confidentiality, the data has been transformed. 

An important part of the research is to choose 

the appropriate grading methods to evaluate the 

accuracy of the grading. 

The Confusion Matrix is a way of measuring 

machine learning classification, where the Output 

can be of two or more classes (see Figure 1). This 

matrix provides a visual representation of the re-

sulting data based on 4 different combinations of 

predicted and actual (correct) values (Turban et al., 

2014): False Positive (FP), True Positive (TP), 

False Negative (FN), True Negative (TN). 

 

Figure 1. Confusion matrix  

(source: compiled by authors) 

Measures are usually using to determine clas-

sification accuracy (Turban et al., 2014): 

− Accuracy refers to the ratio of correctly 

classified to total data and can be used 

when existing classes are balanced; 

Accuracy = 
( )

( )

     

             

TP TN

TP TN FP FN

+

+ + +
,  (1) 

where: FP – False Positive, TP – True Positive, 

FN – False Negative, TN – True Negative. 

− Precision – can show how many predicted 

values are true results; 

Precision = 
TP

TP FP+
, (2) 

− Sensitivity (Recall) − can indicate what 

proportion of positive values were cor-

rectly predicted; 

Recall = 
TP

TP FN+
, (3) 

− The F1 score is needed when there is a 

balance between precision and recall and 

when the distribution of classes is une-

ven − a large number of actual negatives 

(Browlee, 2014). 

F1 = 2×
   

   

Precision Recall

Precision Recall



+
, (4) 

− Area Under the Curve (AUC) − The Re-

ceiver Operating Characteristic (ROC) 

curve is used to solve classification tasks 

and show their performance. AUC is the 

area under the ROC curve and ROC is the 

probability curve. In order to evaluate the 

results of the model developed, the worst 

AUC exists at 0 and the best AUC at close 

to 1. 

https://www.sciencedirect.com/topics/engineering/misclassification
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Gaussian Mixture Model (GMM) is a meth-

od of constructing estimates similar to maximum 

likelihood (Scherrer, 2007). This method uses as-

sumptions about specific moments of random vari-

ables rather than assumptions about the entire dis-

tribution. Assumptions are called instantaneous 

conditions. 

K-nearest neighbour’s classification. The k-

nearest-neighbour method starts from the random 

element, constantly selecting the nearest neighbour 

from the unselected. During testing, the number of 

nearest neighbours is changed. All data is decom-

posed into 80% for learning and 20% for testing. 

This method already includes all traits except time 

and class. 

The naive Bayesian classifier method is a 

probabilistic classification method that is based on 

the Bayes rule. This classifier attempts to predict a 

class called the result class based on probabilities 

and also the probability of occurrence from learn-

ing data (Kiran et al., 2018). Such learning is very 

effective, fast and accurate. In addition, he esti-

mates the parameters using very small training data 

that is used for classification. 

Deep learning algorithm for classification. 

The sigmoidal activation function has been chosen 

for the deep learning algorithm because it helps to 

quickly classify the data, as its scales are from 0 to 

1, which is applicable in fraudulent topics. Another 

activation feature of ReLU is its usability due to its 

faster learning process and the fact that it does not 

activate all neurons at the same time. If its input is 

negative, it will be converted to zero and the neu-

ron will not be activated, indicating that only a few 

neurons are activated at a time, making the neural 

network small and more efficient. For the learning 

of artificial neural networks, large amounts of data 

are important, and the structure and basic hyper 

parameters can be properly determined. The pa-

rameters of this network are constantly changing to 

get the best recognition result. Another algorithm 

called “backpropogation”, which helps to find the 

smallest error when using the learning speed, 

which is usually sought to be as low as possible, 

contributes to a more accurate result. Finally, all 

models of both machine learning and deep learning 

are compared against each other in terms of accu-

racy and the financial benefits that financial insti-

tutions can obtain if fraud is properly identified. 

4. Comparison of algorithms in credit card 

fraud detection  

Three data classification models have been select-

ed and their results are compared with the fraud 

detection capabilities of the deep learning algo-

rithm. 

Gaussian Mixture Model (GMM). Fraud da-

ta is split equally between learning and testing, 

with non-fraud 90% for learning and 10% for test-

ing. The model is trained with learning data and 

then tested with test data. Taking into account the 

Gaussian curves and the distribution of fraud and 

not fraud, four combinations of certain traits were 

selected and their accuracy indicators were calcu-

lated: accuracy (not fraud), accuracy (fraud), sensi-

tivity (not fraud), sensitivity (fraud), F1 (not 

fraud), F1 (fraud), AUC (Table 1). 

Table 1. Accuracy results by the GMM Model (source: 

compiled by authors) 

 V3& 

V4 

V9& 

V11 

V14& 

V17 

V10& 

V12 

Precision 0.90 0.97 0.95 0.80 

Recall  0.21 0.15 0.72 0.43 

F1 0.34 0.25 0.81 0.56 

AUC 0.20 0.15 0.68 0.34 

 

 The results obtained allowed one pair of traits 

V14&V17 to be selected with the highest accuracy 

and expected the best recognition result. A real 

bank that knows what these features are can look at 

these indicators. The fraud detection classification 

matrix was obtained specifically for these indica-

tors (Figure 2). 

 

Figure 2. Confusion matrix of GMM model (source: 

compiled by authors) 

Confusion matrix results shows bog number 

of missed frauds (190) with comparison of detect-

ed fraud (52). 

K-nearest neighbour method. 0.8 parts of 

the data are devoted to learning and the rest to test-

ing. During the study, the number of closest neigh-
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bours was changed and the extent to which it af-

fects the accuracy measures was monitored. The 

overall classification accuracy is very high after 

performing all four tests with different numbers of 

neighbours, equal to 0.99, which is an excellent 

result but should not be relied upon completely 

(see Table 2). The sensitivity result is in all cases 

lower than the accuracy, but still quite high overall. 

The AUC score is highest when one neighbour is 

selected and lowest when ten is selected. And the 

F1 measure, which combines accuracy and sensi-

tivity, is above 0.7, which represents the average 

rating. Interestingly, with a sharp increase in the 

number of neighbours, the measure and accuracy 

of F1 gradually decrease. 

Table 2. Accuracy results by the k-nearest neighbour 

method (source: compiled by authors) 

 
1 

neigh-

bour 

5 

neigh-

bours 

10 

neigh-

bours 

20 

neigh-

bours 

Accu-

racy 
0.999 0.999 0.999 0.999 

Preci-

sion 
0.780 0.873 0.9 0.794 

Recall 0.771 0.729 0.636 0.683 

F1 0.778 0.795 0.746 0.735 

AUC 0.895 0.822 0.701 0.838 

 

There is also customizable confusion matric to 

evaluate this approach, which show how the model 

recognizes payments with and without fraud. 

 

 

Figure 3. Confusion matrix of k-nearest neighbour 

model (source: compiled by authors) 

The results (Figure 3) show that 71 cases of 

fraud were well recognized, missed 24, and false 

alarms 15. 

The naive Bayes model was also chosen to 

detect fraud. This model also monitors the relation-

ship to time and payment amounts, but ultimately 

only V1-V28 features are used for further analysis. 

Like other models, this data is divided into 0.2 for 

testing and 0.8 for learning.  

Table 3. Accuracy results by the naive Bayes Model 

(source: compiled by authors) 

  Naive Bayes method 

Accuracy 0.9764 

Precision 0.0587 

Recall 0.8469 

F1 0.1099 

AUC 0.9632 

 

The overall classification accuracy of the 

model is quite high, reaching 0.98, but the preci-

sion is extremely low (see Table 3). F1 also shows 

more low accuracy, reaching barely 0.11. Although 

the AUC score is very high at 0.96, it only shows 

that the model is less reliable than the one previ-

ously analysed. The error matrix for this model, 

based on test data, shows good recognition of fraud 

(55 cases), messed 43 and false alarms 13 (Fig-

ure 4). 

 

 

Figure 4. Confusion matrix of naïve Bayes model 

(source: compiled by authors) 

Deep learning algorithm. Fraud detection 

data is divided into two parts: 80% for learning and 

20% for testing. Using a deep neural network algo-

rithm and training data, a classifier is constructed. 

The model is also applicable to test data. Once the 

classifier is constructed and tested using test data, 

it is necessary to check its accuracy. Primary neu-

ron weights are unknown and randomly selected 

using the “random” function, and the number of 

layers and the number of neurons are changed au-
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tomatically. The rate of learning is also determined 

by the lower it is, the better the neural network 

learns. The study attempts to increase the number 

of iterations to make learning longer and possibly 

more effective. More neurons are better, but some-

times re-learning can occur and the result may 

begin to deteriorate with such data. The fraud de-

tection accuracy data of the harmonized deep 

learning algorithm are presented in the Table 4. 

Table 4. Accuracy results by the deep learning model 

(source: compiled by authors) 

 Deep learning 

Accuracy 0.9995 

Precision 0.87 

Recall 0.83 

F1 0.85 

AUC 0.72 

 

The estimated total measure of accuracy has a 

high degree of accuracy, other measures too. The 

F1 score is also relatively high compared to other 

grading methods. The AUC score is 0.72, which 

also suggests good accuracy. 

 Compared to other methods, confusion 

matrix represents the best result. It was mistaken 

for 30 times misclassifying fraud and not fraud. 

 

 

Figure 5. Confusion matrix of deep learning model 

(source: compiled by authors) 

Confusion matrix (Figure 5) shows the good 

recognition of fraud in 86 cases, missed − 15 and 

false alarm − 15. 

Comparison of the confusion matrices (see 

Table 5) shows that the best classification accuracy 

results can be achieved with deep learning model, 

with little lag behind k-nearest neighbour’s classi-

fication algorithm. Gaussian Mixture Model and 

naïve Bayes model do not recognize a relatively 

high level of fraud, although the Gaussian Mixture 

Models false alarms number is the lowest. 

Table 5. Comparison of accuracy of classification 

methods (source: compiled by authors) 

  Detected 

fraud 

Missed 

fraud 

False 

alarm 

Gaussian 

Mixture 

Model 

53 190 6 

K-nearest 

neighbours  

classification 

71 24 15 

Naive Bayes 

 model 
56 43 13 

Deep learn-

ing 
86 15 15 

 

The general accuracy indicators of most grad-

ing methods have had fairly good results, but other 

criteria that make it easier to compare which model 

is best have to be considered. 

It is important for banks to have such models 

and use them, as they create customer confidence 

and reduce the risk of potential unfair events that 

could have severe consequences for both custom-

ers and the financial institution. The table below 

shows the overall accuracy of all models and the 

potential financial benefits (see Table 6).  

Table 6. Comparison of financial benefit of 

classification methods (source: compiled by authors) 

  Total 

accuracy 

Financial benefit 

(EUR) 

Gaussian Mixture 

Model 
0.81 36918,6 

K-nearest 

neighbours  

classification 

0.765 47801,7 

Naive Bayes 

 model 
0.110 6614,1 

Deep learning 0.999 60097,7 

 

The financial benefit was calculated on the 

basis of fraud detection and its total amount. The 

greater the pattern recognition, the greater the fi-

nancial benefit. If the pattern recognition is low, 

there is a high risk that the bank will suffer finan-

cial losses and will not notice fraud. 
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5. Conclusions  

There are quite a few algorithms used to detect 

credit card fraud. Most often they perform a classi-

fication function, such as the Gaussian Mixture 

Model, decision tree, the k-nearest neighbour 

method, The naive Bayes model. The chosen deep 

learning is distinguished by its different structure, 

consisting of weights, layers, number of neurons 

and the ability to learn if there is enough data.  

The research of the chosen methods aimed to 

apply the most suitable parameters, to determine 

the appropriate architectures for the best recogni-

tion result. The results showed that deep learning 

through neural networks achieved the greatest 

recognition. Its recognition was 99.9 percent. Deep 

learning tends to be more responsive to new data 

and to perform more than just a classification func-

tion than other methods. 

All models have been tested in the same data-

base, but each model has a different way of sam-

pling, which makes comparison difficult. The deep 

learning algorithm showed the best fraud detection 

results (86), missed fraud (15) and thus the highest 

financial gain (60097 euros). The following result 

belongs to the K-nearest neighbour’s classifica-

tion method − 71, 24, 47801 respectively. 

The study has several limitations. The data in 

the database is coded, so we canʼt recognize which 

data is more important in fraud detection. The data 

we selected for our study represented multiple days 

of payments, so the accuracy we get may be highly 

error prone. However, if the data were semi-annual 

or annual and targeted methods were used, the ac-

curacy would be somewhat higher. When calculat-

ing the financial benefit, it would also make sense 

to estimate the cost of the resources needed. The 

comparison of classification methods is complicat-

ed by the fact that the methods for data selection 

and accuracy assessment of all methods are very 

different. 
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